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Abstract

In this paper we introduce and analyze two new fully-mixed variational formulations for the cou-
pling of fluid flow with porous media flow. Flows are governed by the Stokes and Darcy equations,
respectively, and the corresponding transmission conditions are given by mass conservation, bal-
ance of normal forces, and the Beavers-Joseph-Saffman law. We first extend recent related results
involving a pseudostress/velocity-based formulation in the fluid, and consider a fully-mixed formu-
lation in which the main unknowns are given now by the stress, the vorticity, and the velocity, all
them in the fluid, together with the velocity and the pressure in the porous medium. The afore-
mentioned formulation is then partially augmented by introducing the Galerkin least-squares type
terms arising from the constitutive and equilibrium equations of the Stokes equation, and from the
relation defining the vorticity in terms of the free fluid velocity. These three terms are multiplied
by stabilization parameters that are chosen in such a way that the resulting continuous formulation
becomes well-posed. The classical Babuska-Brezzi theory is applied to provide sufficient conditions
for the well-posedness of the continuous and discrete formulations of both approaches. Next, we
derive a reliable and efficient residual-based a posteriori error estimator for the augmented mixed
finite element scheme. The proof of reliability makes use of the global inf-sup condition, Helmholtz
decomposition, and local approximation properties of the Clément interpolant and Raviart-Thomas
operator. In turn, inverse inequalities, the localization technique based on element-bubble and edge-
bubble functions, and known results from previous works, are the main tools to prove the efficiency
of the estimator. Finally, several numerical results illustrating the good performance of both meth-
ods, confirming the aforementioned properties of the estimator, and showing the behaviour of the
associated adaptive algorithm, are provided.
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1 Introduction

The derivation of suitable numerical methods for the coupling of fluid flow (modelled by the Stokes
equation) with porous media flow (modelled by the Darcy equation), has been increasing lately (see
e.g., [9% 16, 18, 19, 20, 211, 24, [34], 37, 41}, 42, [45, 146, [48], 50], and the references therein). The above list
includes porous media with cracks, and the incorporation of other linear and nonlinear equations in
the coupled problem, such as Brinkman and Forchheimer. The relevance that this model has gained
through the last years, and the reason why the numerical analysis community has been putting so
much effort in developing more accurate and efficient methods for solving this problem, is due to its
applicability in different areas of interest, such as chemical and petroleum engineering, hydrology, and
environmental sciences, to name a few.

The first fully-mixed finite element method for the 2D Stokes-Darcy coupled problem has been
introduced and analyzed recently in [35]. This approach allows the introduction of further unknowns
of physical interest as well as the utilization of the same family of finite element subspaces in both
media, without requiring any stabilization term. Moreover, it considers dual-mixed formulations in
both domains, which yields the pseudostress and the velocity in the fluid, together with the velocity
and the pressure in the porous medium, as the main unknowns. The pressure and the gradient of the
velocity in the fluid can then be computed through a very simple post-process of the above unknowns,
in which no numerical differentiation is applied, and hence no further sources of error arise. In addition,
due to the mixed structure utilized, the transmission conditions become essential, and hence they have
to be imposed weakly, which leads to the incorporation of two additional unknowns to the system,
namely the traces of the Darcy pressure and the Stokes velocity on the coupling interface . These
new unknowns are also variables of importance from a physical point of view. Then, the well known
Fredholm and Babuska-Brezzi theories are applied to prove the unique solvability of the resulting
continuous formulation and to derive sufficient conditions on the finite element subspaces ensuring
that the associated Galerkin scheme becomes well-posed. Among the several different ways in which
the equations and unknowns can be ordered, it is chosen the one yielding a doubly mixed structure for
which the inf-sup conditions of the off-diagonal bilinear forms follow straightforwardly. Moreover, the
arguments of the continuous analysis can be easily adapted to the discrete case. In particular, a feasible
choice of subspaces is given by Raviart-Thomas elements of lowest order and piecewise constants for
the velocities and pressures, respectively, in both domains, together with continuous piecewise linear
elements for the additional unknowns on the interface.

Furthermore, complementing the approach provided in [35], a reliable and efficient residual-based
a posteriori error estimator for the fully-mixed finite element method proposed in [35] has been in-
troduced and analyzed in [36]. The proof of reliability makes use of the global inf-sup condition,
Helmholtz decompositions in both media, and local approximation properties of the Clément inter-
polant and Raviart-Thomas operator. On the other hand, inverse inequalities, the localization tech-
nique based on element-bubble and edge-bubble functions, and known results from previous works,
are the main tools for proving the efficiency of the estimator.

On the other hand, it is well known that when Neumann-type boundary conditions are imposed for
the Stokes problem, like slip boundary conditions, the non-standard pseudostress-velocity formulation
has no longer a physical meaning, and therefore a stress-velocity formulation has to be utilized instead.
The latter yields a symmetry requirement for the stress tensor, which constitutes the main drawback
of this kind of formulations. In fact, the difficulty in deriving and using finite element subspaces of
symmetric tensors in the Stokes and Lamé systems is already well known (see, e.g. [3] and [12]).
In order to circumvent these disadvantages, one can proceed as in [I], and impose the symmetry of



the stress in a weak sense through the introduction of a suitable Lagrange multiplier (rotation in
elasticity and vorticity in fluid mechanics), which, in the case of the Stokes system, leads to a stress-
vorticity-velocity formulation. Among the different approaches for approximating the unknowns of the
corresponding formulation for the Lamé system, we mention in particular the family of finite elements
subspaces presented in [47], which includes the classical PEERS element from [I], and a modification
of the BD Mj, spaces (see [10, 11, 12]). In turn, the hypotheses on the discrete subspaces are relaxed in
[26] through the introduction of a new augmented mixed formulation for linear elasticity, which allows
the utilization of a RTy—P;—Fy approximation for the respective three unknowns. The approach in
[26], which can be easily adapted to the Stokes system (see [22], [23]), is based on the introduction
of the Galerkin least-squares type terms arising from the constitutive and equilibrium equations, and
from the relation connecting the rotation with the displacement.

Now, going back to our coupled problem, we recall that, because of the transmission conditions
imposed on the coupling boundary, the constitutive equation of the Stokes law, defining the Stokes-
Darcy coupled system, is originally written in terms of the stress tensor (see e.g. [7, 19, [42] [40]),
which is certainly more realistic from a physical point of view. Motivated by this fact, in the present
work we first generalize the results developed in [35] and [36] and analyze a fully-mixed variational
formulation for the original coupled problem, where the main unknowns are given by the stress,
the vorticity and the velocity in the fluid, together with the velocity and the pressure in the porous
medium. As in [35], we apply the Babuska-Brezzi theory to prove the unique solvability of the resulting
continuous formulation and to derive sufficient conditions on the finite element subspaces ensuring
that the associated Galerkin scheme becomes well-posed. Next, in order to have more flexibility in
the choice of the discrete subspaces, we enrich the equations in the fluid with redundant Galerkin-
type terms arising from the constitutive and equilibrium equations of the Stokes system, and from
the relation connecting the vorticity with the velocity, all them multiplied by suitable stabilization
parameters, so that an augmented mixed-FEM for the coupled problem is obtained. We then combine
the results in [35] and [26] to prove existence and uniqueness of solution of the resulting augmented
scheme, and to derive sufficient conditions on the finite element subspaces ensuring that the associated
Galerkin scheme becomes well-posed. In addition, following the approaches in [6] and [36], we develop
a reliable and efficient residual-based a posteriori error estimator for the augmented formulation. The
proof of reliability makes use of a global inf-sup condition, Helmholtz decompositions in both media,
and local approximation properties of the Clément interpolant and Raviart—Thomas operator. In
turn, for the efficiency of the estimator we use inverse inequalities, the localization technique based
on element-bubble and edge-bubble functions, and known results from previous works.

The rest of this paper is organized as follows. In Section [2] we present the main aspects of the
continuous problem, which includes the geometry and the coupled model. Then, in Section [ we
introduce and analyze the fully-mixed variational formulation. More precisely, we show the unique
solvability of the continuous scheme and derive suitable hypotheses on the discrete subspaces ensuring
that the associated Galerkin scheme becomes well-posed. In addition, we provide concrete examples of
finite element spaces in 2D and 3D satisfying the corresponding hypotheses on the discrete subspaces.
Next, in Section d] we deal with the augmented mixed approach. We analyze the existence and
uniqueness of solution of the continuous formulation, and derive suitable hypotheses on the discrete
subspaces, less demanding than those introduced in Section [3, ensuring the well-posedness of the
associated Galerkin scheme. Then we provide suitable choices of finite element spaces in 2D and 3D
for the augmented mixed formulation. In Section [ we derive the residual-based a posteriori error
estimator for the aforementioned scheme in 2D, and prove its reliability and efficiency. Finally, several
numerical results illustrating the good performance of the methods, confirming the properties of the



estimator, and showing the capability of the associated adaptive algorithm to localize the singularities
of the solution, are reported in Section [l

We end this section with some notations to be used below. In what follows we utilize the standard
terminology for Sobolev spaces. In addition, if O is a domain, I' is a closed Lipschitz curve, and r € R,
we define

H'(0) := [H"(O)", H'(0) := [H"(O)™", and H'(T) := [H"(D)]".

However, for r = 0 we usually write L2(O), L?(0), and L*(T') instead of H°(O), H°(O), and H(T),
respectively. The corresponding norms are denoted by || - [|,0 (for H"(O), H"(O), and H"(O)) and
|| - |lrr (for H™(I') and H"(I")). Also, the Hilbert space

H(div;0) := {w cL?(0): divwe L2(O)} )

is standard in the realm of mixed problems (see, e.g. [12]). The space of matrix valued functions whose
rows belong to H(div; O) will be denoted H(div; ©). The Hilbert norms of H(div; O) and H(div; O)
are denoted by || - |laiv;0 and || - ||div;0, respectively. On the other hand, the following symbol for the
L?(T") and L2(T") inner products

(€N :=/F£A VE A ELAD), (&N = /FE-A VE A eLA(T)

will also be employed for their respective extensions as the duality products H~'/2(T') x H'/?(T") and
H-'/2(I') x H/?(T"). Hereafter, given a non-negative integer k and a subset S of R™, P;(S) stands
for the space of polynomials defined on S of degree < k. The vector and tensor versions of Pg(.S),
denoted by Py (S) and Pk (S), respectively, which are defined component-wise by P (.S), might also be
required. Finally, we employ 0 as a generic null vector, and use C, with or without subscripts, bars,
tildes or hats, to mean generic positive constants independent of the discretization parameters, which
may take different values at different places.

2 The coupled problem

In order to describe the geometry of the problem, we let 2g and Qp be bounded and simply connected
polyhedral domains in R™, n € {2,3}, such that 9Qg N 9Qp = X # 0 and Qg N Qp = 0. Then, we
let T's := 0Qs\X, I'p := 90p\Y, and denote by n the unit normal vector on the boundaries, which
is chosen pointing outward from g U X U Qp and Qg (and hence inward to Qp when seen on ¥). On
Y. we also consider unit tangent vectors, which are given by t = t; when n = 2 (see Figure 2.1l below)
and by {t1,t2}, when n = 3.

The model consists of two separate groups of equations and a set of coupling terms. In g, the
governing equations are those of the Stokes problem, which are written in the following velocity-
pressure-stress formulation:

os = —psl + 2ve(ug) in Qg, dives + fs = 0 in Qg,
(2.1)
divug = 0 in Qg, us =0 on Iy,



Figure 2.1: Sketch of a 2D geometry where our Stokes—Darcy model is considered.

where v > 0 is the viscosity of the fluid, ug is the fluid velocity, pg is the pressure, og is the stress
tensor, I is the n x n identity matrix, fg is a known source term, div is the usual divergence operator
div acting row-wise on each tensor, and

(Vus + (Vug)®)

N =

e(ug) =

is the strain tensor (or symmetric part of the velocity gradient). Now, introducing the vorticity (or
skew—symmetric part of the velocity gradient) vg = 3(Vug —(Vug)®) as a further unknown, and using
that tr (Vug) = divug = 0 in Qg, and the relation Vug — vg = e(ug) in Qg, we observe that the
equations in (ZJ]) can be rewritten equivalently as

%Ug:VuS—'ys in Qg, dives + fs = 0 in g, 22)
o =0o§ in Qg, psz—%tras in Qg, us = 0 on Ty,
n
where tr stands for the usual trace of tensors, that is, tr 7 := Z Ti, and
i=1
4= 7 — %(tr 7)1,

is the deviatoric part of tensor 7. On the other hand, in Qp we consider the following Darcy model:

uD:—KVpD in QD, diVllD:fD in QD,
(2.3)
uD-n:0 on FD,

where up and pp denote the velocity and pressure, respectively, and the source term fp is such that

/b = 0. The matrix valued function K, describing the permeability of Q)p divided by the viscosity
Qp
v, satisfies K* = K, and has L°°(lp) components. Also, we assume that there exists Cx > 0 such
that

w-K(2)w > Ci|lwl?, (2.4)

for almost all x € Qp, and for all w € R”.



Finally, the transmission conditions on 3 are given by

us'n = up-n on X,

= (2.5)
O'Sn—l-Zﬂ'l (ug-t;))t; = —ppn on X,
=1

where {71, ...,m,—1} is a set of positive frictional constants, which are determined experimentally.

3 The fully-mixed approach

The purpose of this section is to generalize the results provided in [35], introducing and analyzing
a new fully-mixed variational formulation, together with its corresponding Galerkin scheme, for the
coupled system given by the set of equations (2.2)), (2.3) and (2.5). As already remarked in Section [T,
the main novelty with respect to the approach in [35] is the utilization now of e(ug) instead of Vug in
the definition of the stress tensor og (cf. (2I])). We study the well-posedness of both, the continuous
and discrete problems, and introduce feasible choices of finite element spaces for the 2D and 3D cases.

3.1 The continuous formulation

In this section, we proceed analogously to [35] and introduce a mixed formulation for the coupled
problem. To do this, let us first introduce further notations and definitions. In what follows, given
* € {S,D}, we denote

(u,0), = /u (,v), = /*u-v, (0,7)s = /*a:r,

n
where o : 7 = tr(or) = Z 0i;7i7. In addition, we let L4 (€s) be the subspace of skew—

skew
ij=1
symmetric tensors of L2(g), that is

Liew(Qs) = {n € L*(Qs) : m + 1" = 0} .

Furthermore, we need to introduce the space

Hr, (div;Qp) = {v e H(div;Qp): v-n=0 on Ip},

1/2 1/2 /510
and the space of traces Hy,"(X) := [ H," (X)]", where
H1/2 o . 1 —
29y = {v|g. ve HY(Qg), v=0 on rs}.

Observe that, if Eyg: HY/?(X) — L?(99s), is the extension operator defined by

Ens(¥) = { Voon o e e B,

then, the space H30/2(Z) can be defined equivalently as

Hy*(2) = {v € B2(2):  Eos(v) € H2(09%) },



endowed with the norm |[9[[1/2005 = [[E0,s(¥)[l1/2,00s- The dual space of Héé2(2) is denoted by
—1/2
Hyy (%),
Now, to proceed with the derivation of our mixed problem, let us now define two additional un-
knowns on the coupling boundary

@ = —ug € HY*(X), and A :=pp € H/2(Y). (3.1)

Notice that, in principle, the spaces for ug and pp do not allow enough regularity for the traces ¢
and A to exist. However, solutions of ([2.2) and (Z3) have these unknowns in H(Qs) and H!(Qp),
respectively.

In this way, to derive the weak formulation of the coupled system (22)—(23)—(2Z3]), we test the first
equations of (2.2)) and (23] with arbitrary 7g € H(div;Qg) and vp € Hrpp (div;Qp), respectively,
integrate by parts, utilize the identity Ug tTg = Ug : Tg, and impose weakly the remaining equations,
to obtain the variational problem: Find (s, up,vg, ¢, A) € H(div;Qs) x Hry, (div; Qp) x L (2g) %
H}/?(%) x HY2(L) and (ug,pp) € L2(Qg) x L2(Qp), such that:

1 )
— (0§, 7)s + (divTs,ug)s + (rsn,@)s + (5, 7s)s = 0

2v
(K~'up,vp)p — (div vp,pp)p — (vp-m,A)x =0
(dives,vs)s = —(fs, vs)s
(divup,gp)p = (fp,90)D (32)
(s:mg)s =0

(- n,&y + (up-n &y =0
(US Il,’l,b>2 + (11b - n, )‘> - <90711b> = 07

for all (15, vp, s, ¥, €) € H(div; Q) x Hpy, (div; QD)xlgkCW(QS)xH1/2( 2)x HY/2() and (vs, qp) €
L2(Qg) x L*(Qp), where

¢¢w—zm (p 1,9 -ty (3.3)
Observe that the symmetry of og is imposed Weakly by the fifth equation in (3.2).

Next, analogously to the proof of [35, Lemma 3.5], it is easy to see that ([8.2]) has a one dimensional
kernel {(—1,0,0,0,1), (0,1)}. Then, we avoid the non-uniqueness of (3.2) by requiring from now on
that pp € L3(Qp), where

L3(Qp) = {q € L*(Qp): /QDQ = 0} :

On the other hand, for convenience of the subsequent analysis, we consider the decomposition
H(div; Qs) = Ho(div; Qgs) © Fo(Qs)], (3.4)

where

Hp(div; Qg) := {0' € H(div; Qg) : / tro = 0} ,
Qg

7



and redefine the stress tensor as og = og + pl, with the new unknowns og € Hy(div;{g) and
u € R.

In this way, the first and last equations of ([B.2]) are rewritten, equivalently as

%(Ugﬂ'g)s + (divrs,us)s + (Tsn, )y, + (75, Ts)s =0 V715 € Hy(div;Qs), (3.5)
p <Q0'Il,1>2 =0 \V/p € R, (36)
(OsnP)y + (W 0Ny — (@) + p (P nl)y =0 Vi e H'(X). (3.7

Now, it is quite clear that there are many different ways of ordering the variational system described
above, but in this section we proceed as in [35, Section 2.3|, and adopt one leading to a doubly-mixed
structure (also known as twofold saddle point operator equation). To this end, we group spaces,
unknowns, and test functions as follows:

XO = Ho(diV7QS) X HFD (d1V7QD) X IL‘gkew(gzs) X H(l](/)2(2) x Hl/z(z)’
My := L*(Qg) x L3(Qp) x R,
o = (os,up,vs,»,A) € Xo, u:= (us,pp,p) € Mo,

T = (7-87VD7T)S7¢7£) € X07 = (VS,(]D,,O) € MO’

<

where Xy and My are respectively endowed with the norms

I7llx == [[7sllaiv.0s + [[VDllaiv.op + [mslloes + [1¥ll1/2,002 + I€ll1/2,s
and
Ivllm = lIvsllos + llaplloon + 1pl-

Here, X and M denote the product spaces defined respectively as Xy and M, but considering the spaces
H(div; Qg), H(div; Qp) and L?(Qp), instead of Hy(div;Qs), Hry (div; Qp) and LE(Qp). Hence, the
variational system (B.2]) with the new equations ([B.3) — (87), reads: Find (o,u) € Xy x My such that

A(Q,I) + B(Ivg) = ]:(I) VT = (TS7VD7T)S7¢7£) € XOa

Blo.v) = G(v) Vv = (Vs,qn.p) € Mo, (3.9)
where
F(r) =0, G(v) = G((vs,qp,p)) := —(fs,vs)s — (fb,qp), (3.10)
and A and B are the bounded bilinear forms defined by
A(Q,I) = a((037uD)7(TS7VD)) + b((TS7VD)7(7S7QO7)‘)) (3 11)
+ b((@s, up), (05, %.€)) — (¥, 0, V). (15,9, €)) |
with 1
a((os,up), (s, vp)) == 27(05,7'%)8 + (K™ up, vp)p,
b((757VD)7(n871/’7§)) = (7-57778)5 + <TS n7¢>2 - <VD 'n7§>27 (3'12)
c((vs, 0, A); (Mg ¥, 8)) == (p, )tz + (p-n,)s — (P -n, Ny,
and

B(t,v) := (divTs,vg)s — (divvp,gp)p + p(¢-n,1)sx. (3.13)



3.2 Analysis of the continuous formulation

In this section we proceed similarly as in [35, Section 3] and use the classical Babuska-Brezzi theory
to show that ([3.9) is well-posed. To this end, we first collect some known results that will serve for
the forthcoming analysis. We begin by recalling that the following inequalities hold

”VD”?LQD > Ch HVD”ﬁiV,QD Vvp € H(diV;QD) such that div vp € P()(QD), (3.14)

and
Cs |7slg.as < 1T§15.0s + 1divTs|Gas ¥V 7s € Ho(div; Q). (3.15)

For (BI4) we refer to [35, Lemma 3.2], whereas [BI5) is proved in [2, Lemma 3.1] (see also [12
Chapter 1V]).

The following lemma will be employed in what follows. For its proof we refer to [35, Lemma 3.4]
(see also [29, Lemma 2.1] for a nonlinear version of it).

Lemma 3.1 Let (X,(-,-)x) and (Y, (-,-)y) be Hilbert spaces. Leta: X x X - R, b: X xY — R,
and c:Y XY — R be bounded bilinear forms, and let A : (X xY)x (X xY) — R be the global bilinear
form defined by

A((z,y), (z,w)) :=a(z, 2) + b(z,y) + b(z,w) — c(y, w) V(z,y), (z,w) € X xY .
Assume that

i) there exists @ > 0 such that a(z,z) > allz|% Vze€ X,

- b
ii) there exists f > 0 such that sup (z,y)
zexvo 7lx

> Bllyly VYyevy,

iii) ¢(y,y) > 0 VyeY.
Then, the linear operator induced by A, namely A : X XY — X xY defined by
<A(u7 U)7 (Zv w)>X><Y = A((’LL, U)v (Z7 w)) v (u7 U)7 (Zv ’LU) € X X K

s 1nvertible.

In the sequel, for the sake of simplicity, whenever a bilinear form A induces an invertible operator,
we will simply say that the bilinear form A is invertible.

We begin the analysis of ([8.9]) by proving the inf-sup condition associated to B.

Lemma 3.2 There exists § > 0 such that

sup B(t,v)

> Bllvllm Vv € M. (3.16)
7€X0\0 [fead]S




Proof. Analogously to the proof of [35, Lemma 3.6], we observe that the diagonal character of B (cf.
(B.13)) guarantees that (3.16) is equivalent to the following three independent inf-sup conditions:

(div Ts, vs)s

sup > Bslvslloos  Vvs € L*(Qg), (3.17)
T3 € Ho(div;Qs)\0 sl aiv,0s
(divvp, ¢p)p 2
sup ———"— > Bplleplloap Vgp € Ly(Qp), (3.18)

vp € Hry, (diviQp)\0 [vD Hdiv,QD

sup 4 <’¢ - n, 1>Z

Tl > Bulpl  VpER, (3.19)
peHy (N0 11711172005

with Bs, Bp, Bz > 0. First, given qp € L3(Qp), we define vp := Vz, where z € HL(Qp) is the
unique solution of the boundary value problem:

0
Az =¢qp in Qp, z=0 on X, 3_220 on Ip.
n

It follows that vp € Hrp(div;Qp) and divvp = g¢p, which yields the surjectivity of the operator
div : Hr,(div; Qp) — L&(Qp), which is (3I8). With similar arguments one can prove that div :
Ho(div; g) — L?(Qs) is also surjective, which is (3.17). Finally, we recall that the proof of the inf-sup

condition (BI9) relies on the existence of a fixed element v, € Héé2(2) such that (¢ - n, 1)y # 0.
For the construction of such function 1, we simply refer to [35], Section 3.2] or [37, Section 3.2]. O

Now, let V be the kernel of B, that is
V = {I € Xp: B(r,v) =0 Vv e MO}.
From the definition of B (cf. (B.13)), it is easy to see that V. = V; x Vj, where

Vy = Ho(div; Qg) x Hp, (div;Qp) and V, = L3, (Qs) x HE2(Z) x HY/2(%),

skew
with .
Hp(div; Qg) := {TS € Hy(div;Qg): divrg = O},
Hr, (div; Qp) = {VD € Hp,(div;Qp) :  divvp € Py(p) },
and

~1/2 1/2
a2 = {w e HA®): (i onl)y = o}.
The following lemma establishes the invertibility of A on V.
Lemma 3.3 The bilinear form A is invertible on V x V.

Proof. Due to the structure of A, in what follows we apply Lemma [B.I] that is, we verify that the
bilinear forms a, b and ¢ (cf. ([B.12)) satisfy the corresponding hypotheses i), ii) and iii) on V = V1 x V5.
First, according to the definition of V;, and utilizing inequalities (8.14]) and (3.13)), it is not difficult
to see that a satisfies i) (see [35, Lemma 3.7] for details). Next, due to the diagonal character of b, it
is easy to see that b verifies ii) on V; x Vs if and only if there exist ﬂ%, ﬂED > 0 such that

sup (Tsn, ) + (T3,Ms)s

- 75 las = 5%{“1/’\\1/2,00,2 + HnsHo,Qs} (3.20)
g € o (diviQs)\0 75l div,08
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V(T,S7'¢) € Lgkew(QS) X ﬁéé2(2)v and

sup <VD - n, £>2

> BR €111 /2,2 Ve e HY2(:). (3.21)

vp € Hr ) (diviQp)\0 IvD lldiv.0p
Then we observe that ([3.20) follows from a slight modification of [32, Lemma 4.3]. In addition, using
similar arguments utilized in [37, Lemma 3.3] one can obtain that the operator v.— v -n from
Hr, (div; Qp) to H~Y/2(X) is surjective, which yields (32I)). Finally, it is quite straightforward from
33)) and the definition of ¢ (cf. ([BI2)), that for each (ng, ¥, ) € Vo there holds

n—1
C((ns= 1/)7 5)7 (T'Sv ’(pa 5)) = Z Trl_l”’(p ' tl”(2)72 > 07 (322)
=1
which shows that ¢ verifies hypothesis iii), and the proof is concluded. O

We are now in position of establishing the main results of this section.

Theorem 3.4 For each pair (F,G) € X{, x M, there exists a unique (o,u) € X x My solution to
B9). In addition, there exists a constant C' > 0, independent of the solution, such that

I wlxxa < C{1Flx + Gl } -

Proof. It follows from Lemmata[3.21and B3] and a straightforward application of the classical Babuska-
Brezzi theory. O

Theorem 3.5 Let (o,u) € X x My be the unique solution of the variational formulation (3.9]) with
F and G given by BI0), and define ps := —%tr (6s). Then, us € H'(Qg), pp € H'(Qp), ¢ = —ug
on X, A =pp on X, and we have a solution of the system [2.2)), 23) and (2.1).

Proof. Tt basically follows by applying integration by parts backwardly in ([3.9), and using suitable
test functions. We omit further details. O

3.3 Galerkin scheme of the fully-mixed approach

In this section we introduce the Galerkin scheme of problem (B.9) and analyze its well-posedness by
establishing suitable assumptions on the discrete subspaces involved. We begin by selecting a set of
arbitrary discrete spaces, namely

H,(Q,) € H(diviQ), Ly() € L), =€ {S.D},
3.23
AS(S) € Hy (8), AR(S) € HY2(S), Sp(Qs) € L3, (0s). .

skew

11



Then, we define the subspaces:
Hy(Qg) = {7 € H(div;Qs) : c'r € Hy(Qs), Vece R},
Hp,0(2s) = Hp(Qs) N Ho(div; Qs),

Hh,FD(QD) = {Vh €eH,(2p): vp-m=0 on FD},

(3.24)
L (Qs) = [Ln(Qs)]",
Lyo(9Qp) := Lu(2p) N L§(2p)
AR(Z) = [ARE)]™
In this way, grouping global discrete subspaces and corresponding unknowns as follows:
Xp,0 = Hp,0(Qs) x Hp, rp (20) x Sp(Qs) x AR (Z) x AP (D), (3.25)

M0 := Lp(Q2s) X Lpo(2p) X R,

= (08, UD 1, Vs 1y P An) € Xpo, Wy, = (U p, PDAs n) € My,

we find that the discrete version of problem ([B.9) reads: Find (g, u;,) € Xp, 0 x My o such that

Algy, 1) + B(Ty,u,) = F(Ty) VT, = (TSh YD,k M8, Yho §1) € Xnyo,

3.26
B(ay,v,) = G(vy) Vvy, i= (VS,h @D,y ) € My ( )

Next, we proceed analogously to [35, Section 4] and establish general hypotheses on the finite
element subspaces ([3.23) and (3.24]), ensuring the well-posedness of ([3.26]). We begin by noticing that,
in order to have meaningful spaces Hj, o(§2s) and Ly, o(2p), we need to be able to eliminate multiples
of the identity matrix from Hy(2g) and constant polynomials from Ly (Q2p). This request is certainly
satisfied if we assume:

(H.O) [P()(Qs)]nxn g Hh(Qs) and P()(QD) g Lh(QD).
In particular, it follows that I € Hj(Qg) for all h, and hence there holds:

Hp(Qs) = Hpo(Q2s) ® Po(2s) 1. (3.27)

Now, using the same diagonal argument utilized in the proof of Lemma B.2] we observe that the
discrete inf-sup condition B holds if we assume:

H.1) There exist 53, 5]3 > 0, independent of h, and there exists ¥, € H/2(2 , such that
0 00

(div s, Vs n)s

sup > Bslvsullogs  Yvsn € Lu(Qs), (3.28)
TS,h EHh,o(Qs)\O HTS,h”div,QS
(div vp 4, qD,n)D <
sup > b |lgp,nllo.op Vap.n € Lpno(Qp), (3.29)

vp,n € Hp rp (20)\O ||VD7thiV79D
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o € AS(X) Yh and (py-n,1)x #0. (3.30)

In particular, note that (3:30) implies the inf-sup condition

-n, 1
sup Ph <11bh n, >2

> By lpn]  Vpn € R. (3.31)
¥ e Anno  ¥nlli/2005

We now look at the discrete kernel of B, which is defined by
Vh = {Ih S Xh,O: B(Ih,zh) = O Vzh S Mh,O}-

In order to have a more explicit definition of V}, we introduce the following assumption:

(H.2) divH,(Qs) C Lip(Qg) and div Hy(Q2p) € Lp(Qp).
It follows from (H.2) and the definition of B (cf. (B.13)) that Vj, = V5 x Va5, where
Vip = Hyo(Qs) x Hyrp () and Vi, = Sp(Qs) x Ap(2) x AD(S),
with
Hh@(QS) = {Th € Hpo(Q) : divry, = O},
H,0,(Q0) i= { v € Hyurp(Q0): divva € Ro(Qp) |,

and
An(®) = {4 € AS®): (@, nl)s =0}

In addition, regarding the inf-sup condition of b on Vj, we also define the subspace

Hy(Q2g) = {Th € Hy(Qg) : divry, = 0}. (3.32)

Then, applying the same diagonal argument employed in the proof of Lemma B3] we deduce that b
satisfies the discrete inf-sup condition on Vj, if and only if the following hypothesis holds:

(H.3) There exist positive constants B%, BED, independent of h, such that

(Tsam,¥p)s + (TS Msp)s .
sup - ’ > B {”¢h”1/2,00,2 + ”ns,hHO,Qs}= (3.33)
Ts,h € H}L(Qs)\o ”TS,h Hdlvyﬂs
for all (ns ,,) € Su(Qs) x A(E), and
VD o 1, ~
sup Won &S S aoyen Lo e, € AP(E). (3.34)

vp,hn € Hp rp (20)\0 Vo kllaiv.en
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In particular, given (ngp,%;,) € Sp(Qs) x Ai(E), we observe that ([3.33), and the fact that
<1/Jh -1, 1>Z = 07 lmply

(Tsp,¥p)s + (Tsh,Ms.n)s
sup

; , > C{lwnlpos + Insalbast,  (3:35)
7s,n € Hp,0(Q2s)\0 s nllaiv.s

which corresponds to the discrete version of (3.20).

The following theorem establishes the well-posedness of problem (3.:20) and the corresponding Céa
estimate.

Theorem 3.6 Assume that hypotheses (H.0), (H.1), (H.2), and (H.3) hold. Then, the Galerkin
scheme B26) has a unique solution (o, u;,) € Xp 0 x My 0, and there exists C > 0, independent of
h, such that

(@ w)lxara < Cr { IWFlll, o + 1100l }-

In addition, there exists Cy > 0, independent of h, such that

inf = v [l } (3.36)

lo —aullx + = wylls < Co{ _inf o~z % +
€Xh0 v, €My 0

ThEA&h,

where (o,u) € Xy x My is the unique solution of (3.9).

Proof. 1t follows by applying similar arguments to those utilized in Section We omit further
details.

O

3.4 Particular choices of discrete subspaces

We now specify concrete examples of finite element subspaces in 2D and 3D satisfying the hypotheses
introduced in the previous section. To this end, we let 77? and 77LD be respective triangulations of
the domains 25 and Qp, which are formed by shape-regular triangles (in R?) or tetrahedra (in R3) of
diameter hp, and assume that they match in ¥ so that ’77LS U 77? is a triangulation of Qg U ¥ U Qp.
We also let 3, be the partition of ¥ inherited from 7, (or 7,°). In addition, we let by be the element
bubble function defined as the unique polynomial in P,1(7T") vanishing on 97 with fT br = 1, and
denote by x := (21, ...,x,)" a generic vector of R"™. Then, for each T' € ’7;LS U ’7;LD we consider the local
Raviart—Thomas and bubble spaces of order 0, respectively, by

RT()(T) = P(](T) D P(](T)X,

and
P(T) (52, -9%) inR?,

B(](T) =
V x (bpPo(T)) in R3.

14



3.4.1 PEERS + Raviart Thomas in 2D

We define the discrete subspaces in ([3.23)) as follows:

Hy(Qg) = {Th € H(div;Qs): mlr € RTo(T) @ Bo(T) VT € 7;?}

H,(Qp) = {vh € H(div;Qp): valr € RTo(T) VT e 7;?}, .
() = {qh € L2 : qulr € Po(T) VT e Th} x € {S,D},

S1(@s) = {m €L, () My € OS2 and mylr € PUT) YT € T }.

We remark here that Hy(2g) x Lp(Q2g) x Sp(Qg), with Hp(Qg) and Ly (Qg) defined as in (3:24),
constitutes the classical PEERS space introduced in [I] for the mixed finite element approximation of
the linear elasticity problem with Dirichlet boundary condition (see, for instance [12] or [43]). In turn,
H;(Qp) x Lp(Q2p) is the Raviart-Thomas stable element of lowest order for the mixed formulation
of the Poisson problem (see, for instance [12, 28]). These facts are particularly important for the
rest of the analysis, since, as we will make it clear below, all the discrete inf-sup conditions that are
required in the hypotheses indicated in Section B3] either are already available in the literature or
can be derived from related results provided there. In addition, we recall from [35] 44] that the set
of normal traces of Hy, r,(2p) and Hy(Qg) on X, are defined by the subspaces of L2(X) and L?(X)
given, respectively, by

O (3) = {qsh 'S 5 R: gule € Role) Vedgee e zh}, (3.38)
B),(%) = Bp(E) x Pu(X). (3.39)

Next, in order to introduce the particular subspaces A%(X) and AP(X), we follow the simplest
approach suggested in [35] and [44]. To this end, we first assume, without loss of generality, that the
number of edges of XJ;, is even. Then, we let Y95 be the partition of X arising by joining pairs of adjacent
edges of ;. Note that, since ¥j, is inherited from the interior triangulations, it is automatically of
bounded variation (that is, the ratio of lengths of adjacent edges is bounded) and, therefore, so is 3op,.
Now, if the number of edges of ¥, is odd, we simply reduce it to the even case by joining any pair of
two adjacent elements, and then construct Yo from this reduced partition. In this way, denoting by
o and zy the extreme points of X, we define

AS(D) = {zph € CE): Ynle € Pi(e) Yee€ Son, Un(zo) = Ynlan) = o}, (3.40)

ARE) = {&n €C(®): &l €Pi(e) Yee T} (3.41)

In what follows, we verify that the discrete spaces X}, o and My, o, defined by the combination of

B24), 325), 3317, (3:40) and (B3.41)), satisfy hypotheses (H.0)—(H.3). We start by mentioning that

hypotheses (H.0) and (H.2) are straightforward from the definitions in (B37). In turn, it is well
known that the discrete inf-sup conditions (3.28) and ([3:29) hold (see for instance [I, Lemma 4.4] and

[12, Chapter IV], respectively). In addition, the existence of 1, € Héé2(2) satisfying (3.30) follows as
explained in [35, Section 2.5] or [37), Section 3.2]. These results yield assumption (H.1).
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Next, concerning hypothesis (H.3), we will see in the sequel that sufficient conditions for (3.34)
and ([B.33)) to hold true are the existence of positive constants C%, CED > 0, independent of h, such
that the following discrete inf-sup conditions are satisfied:

(Dn:En)s

sup —— 2= > OF [|Glhies V& € AP(D), (3.42)
b €2p (D) ||¢h||—1/2,2
¢r#0
and (b1 1)
) >
sup o ThE > OF %5 l1/2,00,5 Vb, € AN(T). (3.43)
¢h£<1;h(z:) &nll=1/2,00,5
70

We first refer to ([B.34). Indeed, utilizing the same arguments provided in [35, Lemma 5.2] it can
be proved, under the assumption of quasi-uniformity of the mesh around the interface 3, that there
exists a discrete stable lifting of the normal traces of Hy, v, (€2p), namely ®;(3). Then, applying [35,
Lemma 4.2], it follows that the existence of such lifting, and the inf-sup condition (3.42]), imply (3:34]).
It is important to notice that this result has been recently improved in [44, Theorem 5.1], where the
assumption of quasi-uniformity of the mesh around X is no longer needed.

Now, regarding (3.33)), analogously to the above argumentation, it follows that B43) is a sufficient
condition for the existence of C’% > 0, independent of h, such that
TS pN
sup (Ts,nm, Pp)s

- s
. . > C8 195 l1/2,00,5 Vb, € Ap(2), (3.44)
Ts.n € HL(Qs)\O ”TS,thw,gs

which, as we will see next, implies (3.33). In fact, given (ng ;, ;) € Hy,(Qg) x [X,SL(E), we first employ
B44) to derive

(Te,nm, )y + (TS hNs.1)s -
sup || : == > C8 nlljz00s — Insnlloos: (3.45)
7s,n € Hp(2s)\0 78,nlldiv.0s

and then, applying [43] Theorem 4.5, we obtain

(Tsan,p)s + (Tsh, Mg p)s ~
sup : — 5 > B s 40,05 (3.46)
5. €, (2s)\0 75,1l div,0s

with Beew > 0, independent of h. Then, combining these two inequalities we get (3.:33), which
completes the analysis of (H.3).

Having verified hypotheses (H.0)—(H.3), a straightforward application of Theorem yields the
well-posedness of ([8.26) and the corresponding Céa estimate.

Theorem 3.7 Let Xj, o and My, be the finite element subspaces defined by B.24)) and [B.25)), in terms

of the specific discrete spaces given by B.31), B.40) and B4I). Then, the Galerkin scheme (3.26])
has a unique solution (o, u,) € Xp o x My, o, and there exist c1, ca > 0, independent of h and the
continuous and discrete solutions, such that

@ m)llxaa < e { 1F 10z, + 11580l §
lo = ol + lu—wlhs < ;{ inf lo-rylx + inf Ju-viu},  (347)
v, €My 0

7, €Xp.0

where (o,u) € Xg x My is the unique solution of (B3.9]).
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The following theorem provides the theoretical rate of convergence of the Galerkin scheme (3.:26]),
under suitable regularity assumptions on the exact solution.

Theorem 3.8 Let (g,u) € Xg x My and (g,,u;,) € Xpo x My be the unique solutions of the
continuous and discrete formulations (3.9) and [B.26]), respectively. Assume that there exists § € (0,1]
such that g € H(Qg), dives € H°(Qg), v5 € H(Qs), up € HY(Qp), and divup € H’(Qp).
Then, us € H™(Qg), pp € H'(Qp), ¢ € H/?H(X), X € HY/?Y(X), and there exists C > 0,
independent of h and the continuous and discrete solutions, such that

l(@w) = (@) lxen < OB { flosllsag + lldiv osllso
(3.48)

+ lunllsop + I4iv upllson + luslisos + Islsas + loolison -

Proof. We first recall from Theorem that Vug = e(ug) +vg and Vpp = —K~tup, which implies
that ug € H(Qg), pp € H'+(Qp), whence ¢ = —ug|s € HY/?T(%), X\ = pp|x € H/*H(%). The
rest of the proof follows from the Céa estimate (3.47), the approximation properties of the subspaces
involved (see, e.g. [], [12], [15], [28], [38], [39]), and the fact that, thanks to the trace theorems in Qg
and ()p, respectively, there holds

lellj2+ss < cllusllitsns  and [[A[1/2465 < cllpplli4s.0s-

U
3.4.2 PEERS + Raviart Thomas in 3D
Let us now define the discrete subspaces in ([3.23)) as follows:
Hy(Qg) = {Th € H(div;Qg): mhlr € RTo(T) @ Bo(T) YT € 7;?}
Hh(QD) = {Vh S H div; QD) Vh‘T S RT()(T) VT € ED},
) (3.49)
Lh(Q*) = {qh S L : qh\T S PO(T) VT € 7;1*} * € {S,D},
Sh(Qg) = {nh €L () : m, €[C(QW)P3 and mylr € P1(T) VT € TP }

Notice that these finite element subspaces are the 3D version of the ones defined in (3.37), consid-
ering that the vector and tensor live in R? and R3*3, respectively.

Now, in order to define the discrete spaces for the unknowns on the interface X, we proceed
differently to Section [3.4.1] and introduce an independent triangulation 35 of %, by triangles K of

diameter lAt, and define hy, := max{ﬁ K+ K € 37}, Then, denoting by 0% the polygonal boundary of
>, we define

AS(D) = {wh €C®): nlk € P(K) YKeEX:, ¥, =0 on az}, (3.50)

AP(z) = {gh €CX): &k € PUK) VK € zﬁ}. (3.51)
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In this way, we define the discrete spaces X}, o and M, o by combining (3.24), (3.25)), (3:49), (3.:50) and
B.51).

In what follows, we show that hypotheses (H.0)—(H.3) hold true. We begin by observing that the
hypotheses (H.0) and (H.2) are straightforward. Also, analogously to Section B.4.1] we notice that
the inf-sup conditions (3.28)) and (3.:29) follow from [I, Lemma 4.4] or [12, Chapter IV]. In addition,
proceeding as in [35, Section 2.5] or [37, Section 3.2] we conclude the existence of v, € Héé2(2)
satisfying ([3.30). These results yield assumption (H.1).

Now, concerning the inf-sup conditions (8:33) and ([B.34]) in (H.3), we let X be the partition of ¥
inherited from 7;° (or 7,°), formed by triangles of diameter hf, and define hy, := max{h : K € ¥}
Then, defining the set of normal traces of Hy, rp, (2p) and Hj,(Qs) as in (338) and (339) (considering
triangles instead of edges), respectively, we use similar arguments utilized for the 2D case, and conclude
that, on the one hand, (8:42) is sufficient condition for (334]), and on the other hand, ([B.43) is
sufficient condition for (:44]), which, exactly as explained for the 2D case (cf. (345), (3:46])), yields
B33). In this case, however, the 3D analogue of [44] Theorem 5.1], being an open problem, can
not be employed. Therefore, in order to construct the stable discrete lifting of the normal traces of
ICIhID(QD) (respectively Hy,(Qs)), we need to employ some inverse inequalities on ¥, which requires
quasi-uniform meshes in a neighbourhood of this interface. Furthermore, it can be proved (see e.g.
the second part of the proof of [31, Lemma 7.5]) that there exists Co € (0,1) such that for each pair
(hs, hy) verifying hy, < Cohy, the 3D version of ([3.42) (respectively ([B.43)) is satisfied. Note that
this restriction on the meshsize explains the need of having introduced the independent partition 3>
of . This concludes the analysis of (H.3).

Having verified the hypotheses (H.0)—(H.3), we are now in position of establishing the main results
of this section. Their proofs, being basically as those of Theorems B.7 and B.8, are omitted.

Theorem 3.9 Let (o,u) € X x My be the unique solution of BI), and let X o and My, o be the
finite element subspaces defined by B.24) and [B.25), in terms of the specific discrete spaces given by
B29), B50) and B5L). In addition, assume that hy, < Cohs. Then, the Galerkin scheme (3.20)
has a unique solution (o, u,) € Xp o x My o, and there exist c1, co > 0, independent of h, such that

[(@h,1p)lxxm < 1 { ||]:|Xh’o‘|xg1’0 + ||g|thO||M;1,o }

lo —anllx + u—ulm < 02{ f llg—zpllx + _inf Hu—zhHm}- (3.52)
0 v €Mp,0

n
T,€X},

Theorem 3.10 Let (o,u) € Xg x My and (g,,u;,) € Xpo X My be the unique solutions of the
continuous and discrete formulations [B9) and [B.20]), respectively. Assume that there exists § € (0,1]
such that g € H(Qg), dives € H°(Qg), v5 € H(Qs), up € HY(Qp), and divup € H’(Qp).
Then, us € H™(Qg), pp € H'(Qp), ¢ € H/?H(X), X € HY/?Y(X), and there exists C > 0,
independent of h, such that

[(e,u) — (o, up)llxxm < Ch‘s{llasllé,ﬂs + ||div os|ls.0q

(3.53)
+ lluplls.op + [[div uplls.op + [usllivsos + [ysllsas + HPDH1+5,QD}-
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4 The augmented mixed formulation

As mentioned before, in order to have more flexibility in the election of the discrete spaces for the
Stokes domain, in what follows we propose a new augmented mixed formulation for our coupled
problem. To do this, we suggest to enrich the variational formulation (3.9]) with residual expressions
arising from the equilibrium and constitutive equations, and the relation defining the vorticity in terms
of the free fluid velocity. More precisely, we add the following terms:

k1(div og, div T7g)s = —k1(fs, div T5)s, (4.1)
L 4
ko | e(ug) — —o§,e(vs) ] =0, (4.2)
2v S
1
i (s~ (Vs = (Fugy) g ) = 0. (43)
S

for all (g, vs,ng) € Hp(div; Qg) x H%S(QS) x L2 (Qs), where k1, ko and k3 are positive parameters

skew
to be specified later, and
H%S(Qs) = {VS S Hl(Qs) : Vs‘ps = 0}.

We notice here that (42]) and (4.3]) implicitly require now the velocity ug to live in the smaller space
Hi (Qs).
I's

Let us now consider the global spaces:
Xo = Ho(div; Qs) x Hb(Qs) x LA, (2s) x Hry (div; Qp) x Hi) () x HY3(S),
My := Li(p) xR,
endowed with the norms
Isllx := [ITsllaiv.os + 1Vslias + [Imslloes + Ivbllaiv.op + 1l /2,005 + I€lli/2s

and
lallm == [lgplloop + 10l

for all s := (7s,vs,ms,vD,¥,§) € X, and q := (¢p,p) € M, where X and M denote the product
spaces defined respectively as Xy and My, but considering the spaces H(div;{g), H(div; Qp), and
L?*(Qp), instead of Hy(div; Qs), Hr, (div; Qp), and L3(Qp). Then, defining the global unknowns as:

t := (os,us,7s,up, ,A) € Xo,  p := (pp,pu) € My,

the augmented mixed variational formulation reads: Find (t, R) € X x My such that

A(t,s) + B(s,p) = F(s) Vs := (7s,vs,ms, VD, %,§) € Xo, (4.4)
B(t,q) = G(a) Vq:= (q,p) € My, '
where
F(§) = (fs,Vs)S —/Ql(fs,div Ts)s, G(g) = —(fD,qD), (4.5)
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and A and B are the bounded bilinear forms defined by

A(Eaﬁ) = a((O‘s,uS,‘)’S,uD),(Ts,Vs,Us,VD)) + b((TSyV&nSvVD)v(QOv/\))
+ b((s,us,vs,up), (¥,£)) — c((, ), (¥,£))

B(s,q) := —(divvp,qp)p + p(¥ - n,1)x,
with
1 . . _
a((os,us,vs,up), (Ts, Vs, Mg, VD)) = 27(03775)8 + k1 (dives,divTs)s + (K Mup, vp)p
1
+ Ko <e(us) — 2—ya§,e(vs)> + (divrg,ug)s — (diveg, vs)s
S
1
s (15 = 5(Tus = (Vus))ns) -+ (7scvs)s — (sl
S
b((TS7V87T,87VD)7(¢7£)) = (TSH,",@E - <VD 'n7£>27
and

C((QO,/\),(’I,b,f)) = <(Pv'lnb>t,2 - ('l,b - n, )‘>E + <Q0'Il,£>2.

We remark that the augmented mixed formulation (4.4]) and the original fully-mixed scheme (B.9])
are both represented by a twofold saddle-point operator equation. In other words, the bilinear forms
A and A (see (BI1))) share the same doubly-mixed structure, which suggests to apply the same tools
employed in Section Bl particularly Lemma [B.1] to analyze the well-posedness of (4.4]). Nevertheless,
the main advantages of this augmentation have to do with the fact that the resulting bilinear forms B
and b, not involving the rotation and not involving the stress tensor of the fluid, respectively, become
less complicated than B and b, and hence the associated discrete inf-sup conditions are easier to satisfy.
This feature is indeed confirmed below in Section where we specify simpler finite element subspaces
ensuring the well-posedness of the associated Galerkin scheme.

4.1 Analysis of the continuous augmented problem

In what follows, we apply the classical Babuska-Brezzi theory and Lemma Bl (cf. Section B.2) to
prove the well-posedness of ([4.4]). We start by establishing the inf-sup condition of the bilinear form
B:

Lemma 4.1 There exists 5 > 0, such that

B(s, _
sup (_ g) >
sexo\o |slx

Proof. 1t follows analogously to the proof of Lemma We omit further details. O

Next, we apply again Lemma [B.I] to state the invertibility of A on the null space of the bilinear
form B, namely
V:i={seXy: B(s,q =0 Vqe M}.
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To this end, we first recall that the well known Korn’s inequality (see, for instance [38]) establishes
the existence of a constant kg > 0 such that

le(vs)llios > rolvslias — Vvs € Hp(9s). (4.7)

On the other hand, it is easy to see from the definition of B that V. = V1 x V5, where

Vi = Ho(div; Qs) x Hp(Qg) x L (Qs) x Hry, (diviQp) and  Vy = Hy’(8) x H/2(8),
with .
HI‘D(diV; QD) = {VD € HFD (diV; QD) : divvp € PO(QD) },

and .
Hy'() = {¢ € H’(2): (¥ nl)s =0}

The invertibility of A on V is established next.

Lemma 4.2 Assume that k1 > 0, 0 < kg < 4v, and 0 < k3 < KgKa, with kg the constant of the
Korn’s inequality (L1). Then the bilinear form A is invertible.

Proof. In what follows, we proceed similarly to the proof of Lemma B.2] and verify that the bilinear
forms a, b and c, defining A, satisfy the hypotheses of Lemma 3.1l First, we observe that, according
to the diagonal character of b, the inf-sup condition of b on Vi x V5 holds if and only if

sup <TS n, 1/’>E

2 ~1/2
> B 1Yllij200s Vb € Hoé (2),
rs € Ho(divi2s)\0 175 lldiv.0g

and
<VD - n, §>E
sup — =

) I ) > BR|Eljee  VE € HYAY).
vp € Hrp (div;Q2p)\0 VD ||d1V,QD

The first condition above has been already verified in Lemma[B.3] whereas the second one follows from
the surjectivity of the operator 7 — 7n, from Hy(div;Qg) to Haol/z(E). We omit further details.
Now, for the ellipticity of a on Vi, we proceed similarly to [26], Section 3] (see also [27]). In fact, given

¢ = (7s,Vs,ng, vDb) € V1, we notice, after a simple computation, that

1 )

a(¢,¢) > <5 T %2

) 1741200 + 1 div 7520, + (K~'vo, vo)p
K3 K2 K3
+ 7””8”3,93 Y ||e(VS)Hg,QS ) |Vs|iszs-

Hence, applying (24), (314), B.I5) and (47), and utilizing the assumptions on k1, ke and k3, we
find that

V

Cs . 1 K2 K1y .
ac.0) 2 Fuin{(1- 22 L lrslio, + 5 faiv 7l

v 42

K3 1
+ CkCp ||VD||§1V,QD + 7”778”3,95 + 5(’{0 K2 — K3) |VS|%,QS

v

O{HTSH?HV,QS + |VS|%,QS + H"?s||(2),ﬂs + HVDHgliv,QD}'
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We conclude the proof by observing that

c((¥,8), (¥.8)) = (W, )z 20 V(¥h,§) € Va.

According to the foregoing analysis, the well-posedness of (4.4]) is stated as follows.

Theorem 4.3 Assume that k1 > 0,0 < ko < 4v, and 0 < K3 < Ko kg, with kg the constant of the
Korn’s inequality @1). Then, for each pair (F,G) € X{x My there exists a unique (t,p) € XoxMjy
solution to (A4]), and there exists a constant C > 0, independent of the solution, such that

It p)lxent < C{IFlx; + [Gling, }- (4.8)

Proof. Tt follows from Lemmata @Il and[£.2] and a straightforward application of the classical Babuska-
Brezzi theory. O

4.2 The augmented mixed finite element method

In what follows, we define the Galerkin scheme of problem (4.4]) and establish suitable hypotheses
on the finite element subspaces ensuring later on its well-posedness. We first introduce arbitrary
subspaces of H!(Qg) and H%s (Qs), namely

H;(Qs) CH'(Qg) and Hj () = Hj(Qs) N Hp, (Qs). (4.9)

In addition, we consider again the subspaces from (3.23)), and define the global discrete spaces as

follows: . . b
Xh70 = th(Qs) X Hh,FS(QS) X Sh(Qs) X Hh,FD(QD) X Ah(E) X Ah (E),

(4.10)
Mh70 = th(QD) x R.
In this way, the Galerkin scheme of (4.4) reads: Find (t;,p,) € Xp,0 X My, o such that
A(t,,sp) + B(sp.p,) = F(sp) Vsy, € Xp0, (4.11)

B(Emgh) = G(ﬂh) Vﬂh € Mh,O-

Now, similarly as before, in order to guarantee the solvability of (4IIl), we introduce suitable
hypotheses on the finite element subspaces defining Xj, o x My, 9. We begin by establishing the one
ensuring the discrete inf-sup condition of B on X, o x My, o:

H.4) There exists BD > 0, independent of h, and there exists ¥, € H/2(D , such that
0 00

(div vp p, gD,0)D
sup

> Bp llap.allosn Vap,n € Lpno(Qp), (4.12)
VD,h € Hh,FD (QD)\O ”VDthdl‘HQD

o € AS(X) Yh and (¢y-n,1)x #0. (4.13)
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Next, in order to have a more precise definition of the discrete kernel of B, which is given by

Vi = {s€Xo: B(s,q) =0 Yqe My},

we also assume:
(H.5) div Hy(Qp) € Lp(Qp).

According to the above, it is not difficult to see that V}, can be decomposed as V), = V3 1 x Vy, 9,
where

~ ~S
Vh71 = th(Qs) X H}%FS (Qs) X Sh(Qs) X HhID (QD) and Vh72 = Ah(E) X A]}?(E),
with

and
~S
An®) = {w e AJ®): @on D=0}
The following hypothesis is necessary to prove the invertibility of A on V.

(H.6) There exist B%, BED > 0, independent of h, such that

(Tshn, Pp)s g
sup L 382 %5 l1/2,00,5 Vo, € Ap(X) (4.14)
rsneHy(@s)\0 75 hlldiv.os
<VD7h -, §h>2 D D
Sup 2 By &l V& € A(X), (4.15)
VD,h EH}L,FD(QD)\O HVD,h”dlv,QD

Observe, in particular, that (4.I4) implies

(Tsam, ¥p)s AS
sup — e = BSZ 1% l1/2,00,5 Vp, € Ap(D).
TS,h Etho(Qs)\O ”TSﬁHdivﬂs

Notice, as previously announced, that hypotheses (H.4), (H.5) and (H.6) are less demanding than

hypotheses (H.1), (H.2) and (H.3) in Section This fact will be reflected in the next section,
where we introduce the particular choices of finite elements subspaces.

The well-posedness of (4.11]) and the associated Céa estimate are provided by the following theorem.

Theorem 4.4 Assume that hypotheses (H.0), (H.4), (H.5), and (H.6) hold. In addition, assume

that k1 > 0,0 < ke < 4v, and 0 < K3 < K k2, where kg is the constant of Korn’s inequality (A.7).
Then, the Galerkin scheme (A11)) has a unique solution (gh,gh) € Xp0 X My . Moreover, there exist
positive constants C1 and Cy, independent of h, such that

[trllx + IRyl < Cr{ IFIxs0llx , + 1GIM ol g (4.16)
h,0 h,0
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and

It —tpllx + lp —p,llm < Co { f e =sillx - gyl } (4.17)

Sy q,
Proof. The proof follows basically from Lemma [3.1] and the classical Babuska-Brezzi theory. In fact,
it is straightforward to see, thanks to the diagonal character of B, that the bilinear form B satisfies
the discrete inf-sup condition on Xj, g x My, ¢ if (H.4) holds. Moreover, applying similar arguments to
those utilized in the proof of Lemma .2, and having in mind the assumptions on x1, k9, and k3, and
hypotheses (H.5) and (H.6), we deduce that a is elliptic on Vj,; and b satisfies the discrete inf-sup
condition on V}, 1 x V, o, which, together with Lemma 3.1}, imply the invertibility of A on Vy,. O

4.3 Particular choices of discrete spaces

Similarly to Section B4 we now introduce specific discrete spaces satisfying hypotheses (H.0), (H.4),
(H.5) and (H.6) in 2D and 3D. In what follows, we make use of the same notations employed in
Section [3.4] for the definition of the corresponding triangulations of {2g and Qp.

4.3.1 Raviart-Thomas elements in 2D

Let us assume the same hypotheses on the mesh given in Section 341l and consider the discrete
spaces:

H!(Qg) = {vh e [CQ)?: valr € Pi(T) VT ¢ 7;§}
Su(@s) = {my €13,,(s)  mlr € Po(T) VT € T3},
(4.18)
H,(Q,) = {Th € H(div:Q,): mlr € RTo(T) VT € Th} x € {S,D},
Lh(Q*) = {qh S L2(Q*) : qh]T € P()(T) VT € 7;:} * € {S,D}
In addition, on the interface ¥ we consider the subspaces introduced in Section [3.4.]], that is
AS(D) = {1/% €CX): Unle € Pie) Ye€ Son, Un(zo) = bplan) = o}, (4.19)
and
AP(z) = {gh €C(X): &l € Pi(e) Vee zzh}. (4.20)

Then, we define the global spaces X}, o and My, ¢ by combining (3:24), (49), (410), (£I8), (£I19),
and ([£.20).

We remark that these subspaces satisfy hypotheses (H.0), (H.4), (H.5) and (H.6). Indeed,
it is clear that hypotheses (H.0) and (H.5) hold true. In turn, observing that (£I2) and (ZI3)
coincide with ([3.29) and (B8.30), respectively, it follows, as explained in Section [3.4.1] that (H.4) holds
true. Finally, the inf-sup conditions (4.14) and ([4.15) are a direct consequence of the discrete inf-sup
conditions ([3.43)) and ([B.42), respectively, and [44, Theorem 5.1] (see Section B.4.1] for details).
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As a consequence of the above, we can establish the main results of this section. Their proofs are
straightforward. In particular, the proof of Theorem below certainly makes use of the approxi-
mation properties of the finite element subspaces employed (see, e.g. [, [12], [15], [28], [38], [39]).

Theorem 4.5 Let (t,p) € Xo x My be the unique solution of [4), and let X, 0 and My, o be the
finite element subspaces defined by B24), @9) and @I0), in terms of the specific discrete spaces given
by @I8), @I9) and [E20). In addition, assume that k1 > 0, 0 < ke < 4v, and 0 < K3 < Kk,
where kg is the constant of Korn’s inequality (&1). Then, the Galerkin scheme (A1) has a unique
solution (gh,gh) € Xp0 X My o, and there exist c1, ca > 0, independent of h, such that

It 2l < e { IFbx, ol , + IGI o v, |
and
t—t,lx + |lp— <c{ inf ||t —s,llx + inf |p-— } 421
el + lp—pyv < o it s+ it -yl (4.21)

Theorem 4.6 Let (t,p) € Xo x My and (Eh,gh) € Xpo x My be the unique solutions of the
continuous and discrete problems (L£4) and (A1), respectively. Assume that there exists 6 € (0,1]
such that og € HY(Qg), dives € H(Qg), ug € H'(Qg), v € H(Qg), ¢ € HY2H(%),
up € HY(Qp), and divup € H’(Qp). Then, pp € H™(Qp), A € HY/*(X), and there exists
C > 0, independent of h, such that

[t p) — (4, Py ) lIxsm < Ché{\las\la,as + [ldiveoslsos + [upllsep + [[div upllsop

(4.22)
+ Juslhisos + Ivslsos + lellarss + Ipplison }-
4.3.2 Raviart-Thomas elements in 3D
Let us now consider the discrete spaces:
H!(Qg) = {Vh € [CQ)P: valr € PUT) VT ¢ 7;?}
Su(@s) = {my €13,,(s)  mlr € Po(T) ¥T € T3},
(4.23)
H,(Q,) = {Th € H(div;Q,): mlr € RTy(T) VT € Th} x € {S,D},
L(Q)) = {qh € L2() : qulr € Po(T) VT € Th} « € {S,D}.

In addition, on the interface X, we proceed as in Section [3.4.2 and introduce an independent triangu-
lation %7 of X, by triangles K of diameter h, and define hy := {hx : K € ¥;}. Then, denoting by
0% the polygonal boundary of 3, for the unknowns on the interface > we consider the discrete spaces

B50) and (B.51]), namely

AS(E) = {wh €CN): nlk € P(K) YKeEX:, ¥, =0 on az}, (4.24)

and
AP(z) = {gh cC(X): &lx € P(K) VK e zﬁ}. (4.25)

25



In this way, the global spaces X}, o and My, o are defined by combining (3.24), (£.9), (£10), (4.23),
(£24), and (425).

Now, concerning the hypotheses (H.0), (H.4), (H.5) and (H.6), we notice that (H.0), (H.4)
and (H.5) follow as explained in Section 3.1 whereas (H.6) is consequence of the inf-sup conditions
(342)) and (B.43), which follow from [31, Lemma 7.5] (see Section for details). More precisely,
[31, Lemma 7.5] establishes the existence of a constant Cp € (0,1) such that for each pair (hy, hg)

verifying hy < Cohg, (3.42) and ([B3.43) are satisfied.

The main results of this section are collected in the following theorems. As before, we also remark
here that Theorem [£.§ below makes use of the approximation properties of the finite element subspaces
involved (see, e.g. [, [12], [15], [28], [38], [39]).

Theorem 4.7 Let (t,p) € Xo x My be the unique solution of @4), and let X o and My o be the
finite element subspaces defined by [B.24), [49) and (LI0Q), in terms of the specific discrete spaces given
by (A23), [@24), and [@25). In addition, assume that k1 > 0, 0 < kg < 4v, and 0 < K3 < Ko K2,
where K is the constant of Korn’s inequality (7). Furthermore, suppose that hy, < Cohg. Then, the
Galerkin scheme ([LII) has a unique solution (t;,p,) € Xpno X My, and there exist c¢1, ca > 0,
independent of h, such that

IR, Ixnt < e { IFlx, ol , + IG I liar, |-

and

t—t = <eo{ mf Je- inf |p - b 4.2
[t =tulx + R =pylim < 29 inf e =spllx + inf IR —qy (4.26)

9,

Theorem 4.8 Let (t,p) € Xo x My and (gh,gh) € Xpo X My be the unique solutions of the
continuous and discrete problems ([&4) and (A1), respectively. Assume that there exists & € (0,1]
such that o € HO(Qg), dives € HY(Qg), us € H™(Qg), v¢ € H(Qg), ¢ € HYT(%),
up € H*(Qp), and divup € H®(Qp). Then, pp € H'(Qp), A € HY*(X), and there exists
C > 0, independent of h, such that

[(t;p) — (tr:P,)lIxsxm < Ch‘s{HUSH«ms + [[divoslsos + [upllsep, + [[div upllsap e
4.27

+ Nuslissos + Wslsos + I9laas + Ipplhisan |-

5 A posteriori error estimator

In this section we restrict ourselves to the two-dimensional case and derive a reliable and efficient
residual-based a posteriori error estimate for our augmented mixed finite element scheme ([@I1]), with
the discrete spaces introduced in Section .31l The extension to 3D should be quite straightforward.
Most of the analysis employed in the proofs makes extensive use of the estimates derived in [6], [13]
and [36] (see also [22]). We begin with some notations. For each T € 7> U T,P. let £(T) be the set
of edges of T, and denote by &, the set of all edges of 7'hS U 7;LD, subdivided as follows:

&L = 5h(rs) U gh(PD) U gh(Qs) U 5h(QD) U gh(Z),
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where E(Ty) = {e € & : e CT.}, En(Q) = {e €& : e C Q. }, for each x € {S,D},
and &,(X) = {e € & : e C X}. Note that &,(X) is the set of edges defining the partition Xj,.
Analogously, we let &y, (X) be the set of double edges defining the partition Yop. In what follows, he
stands for the diameter of a given edge e € &, U & (X). Now, let ¢ € [L2(%)]™, with m € {1,2},
such that ¢|7 € [C(T)]™ for each T € T;*. Then, given e € &,(2,), we denote by [¢] the jump of
q across e, that is [q] = (q|7)|e — (¢|77)|e, where T and T” are the triangles of 7, having e as an
edge. Also, we fix a unit normal vector n. := (n1,n2)* to the edge e (its particular orientation is not
relevant) and let t. := (—n2,n1)* be the corresponding fixed unit tangential vector along e. Hence,
given v € L%(Q,) and 7 € L2(4) such that vir € [C(T)]? and 7|r € [C(T)]**2, respectively,
for each T € T, we let [v - t.] and [Tt.] be the tangential jumps of v and T, across e, that is

[V -te] == {(v|r)|le — (V|rr)|e} - te and [T te] := {(7|7)|le — (T|17)|e} te, respectively. From now on,
when no confusion arises, we will simply write t and n instead of t. and n., respectively. Finally, for
sufficiently smooth scalar, vector and tensors fields g, v := (vi,v2)* and T := (7;;)2x2, respectively,
we let
I :
curlv := gﬁ; g% , curlg := <§—xq2,—88—51> ,
al‘Q 8:171

rotv :— %_% nd rotr — 87'12_57'11 57’22_87'21 i
© T al‘l al‘Q ’ & = al‘l 8:172’ 8:171 al‘Q

Next, for the sake of simplicity, in this section we replace the augmented formulation (£.4)) by the
equivalent one arising from the utilization of the decomposition ([34). In other words, we drop the
explicit unknown p € R and keep it implicitly by redefining the stress o as an unknown in H(div, Qg).
In this way, the augmented mixed formulation reduces to: Find (t,p) := ((os,us, g, up, @, A), pp)
€ X x My, such that B

) = F(§) V§: (T37VS7nS7VD71p7£) € Xa

B (5.1)
B(t,q) = G(q) Vq:=gp € Mp. '
where
X = H(div; Qs) x Hh, (Qs) X Ly () x Hry (div; Qp) x Hep?(8) x HY/2(2),
and
M, := Li(Qp).
Here, B is redefined by suppressing the last term, that is B(s,q) := — (divvp,gp)p, for all

(s,q) € X x My. Consequently, the equivalent discrete problem is defined as follows: Find (t;,, Eh)
= ((USJH uS,h7’YS7h7 uD,h7 Ph )‘h) ) pD,h) S Xh X Mh,(] such that

A(Eh7§h) + B(§h’Eh) = F(§h) V§h = (TS,h,VS,h,ns,h,VD,h,@bhafh) € Xp, (5 2)
B(t,.q,) = G(q,) Va,:=an € My, '
where
X, = Hy(Qs) x Hj 1, () x Sp(Qs) x Hyry, () x AR (E) x AR(S),
and

Mo = Lpo(p).
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We recall that X, and M, g are defined in terms of the discrete spaces introduced in Section 311

In addition, thanks to the equivalence between ([4.4)) and (5.1)) (equivalently (£.I1]) and (5.2)), it is clear
that both problems are well-posed and satisfy the corresponding continuous dependence inequalities.

On the other hand, let (t,p) € X x My and (t;,, p,) € X5 X My, 0, be the unique solutions of (B.1])
and (5.2), respectively. Then we introduce the global a posteriori error estimator:

1/2
©:=3 > 6ir+ > ©pr, (5.3)
TeTP TeTP
where for each T € 77?:
, , 1 2 1 2
057 = fs +divesllor + ||[vsh — 5(Vusn — (Vugp)®) + |le(usn) — _Ug,h
2 0,7 2v 0,7
t |2 2 I 4 ? 2 L 4 2
+ HUSJL — US,hHO,T + hT rot <7S,h + 2_VUS’h> o + hT Vus,h — Eas’h — 7S,h o
1 2 1 2
+ > he [(78,h + 5“5@) t} . + > he <‘Ys,h + 5”%&) t .
e € E(T)NEL(Ns) € e€ E(T)NEL(Ts) €
1 2
+ Z he <‘Ys,ht + 2—Ug,ht> + ¢,
e € E(T)NEL(S) v Oe
_ 2
+ Z he{Ho's,hn-F)\hn—?Tll(‘Ph't)tHo,e + H‘Ph‘FuS,hHS,e} ,
e €E(T)NEL(D)
(5.4)

and for each T € ’7;LD:

Ot ¢ = || fo — divup p|[§ 7 + A7 llrot (K up p)[I5r + 57 K up sll§ 1

— 2
+ Z {he HK 1uD,h't+)‘;zH0’e + herD,h_/\hH(%,e + heHuD,h'n"i"Ph'nH(%,e}

e€E(T)NEL(E)
+ > he K Tunnt]g, + 0 D0 e K hun et
eES(T)ﬁ(‘Zh(QD) EE(‘:(T)ﬂgh(FD)

Hereafter, m; denotes the only frictional constant in (2.5]), and the expressions ¢} and A} stand for
the tangential derivatives of ¢, and A, respectively, along .

The main result of this section is stated as follows.

Theorem 5.1 There exist positive constants Cre1 and Cess, independent of h, such that

Ceff@ < |’§_§hHX+HR_Rh|’M < C(rel(a- (55)

The efficiency of © (lower bound in (5.5)) is proved below in Section 5.2 whereas the reliability
(upper bound in (5.5])) is proved next in Section 5.1
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5.1 Reliability of the a posteriori error estimator

We begin the derivation of the upper bound in (B.5) by recalling that the continuous dependence
result given by (48] (after the corresponding modifications on the continuous spaces), is equivalent
to the global inf-sup condition for the continuous formulation (5.1). Then, applying this estimate to
the error (t — t,,p — p,) € X X My, we obtain

|R(s,q)]
1t =4, P —P,)lIxxm < C( sup = (5.6)

s,q)€EXxM m ’
where R : X x My — R is the residual functional given by
R(§’ﬂ) = A(E - Eh7§) + B(§’E - Eh) + B(E - Eh)ﬂ) v(ﬁ)ﬂ) S X x Mo.

More precisely, according to (5.I]) and the definitions of A and B, we find after a simple computation
that for any (s,q) := ((7s,Vs,ns, VD, ¥,£),qp) € X x My, there holds

R(s,q) := Ri(7s) + Ra(vp) + R3(vs) + Ra(ns) + Rs(qp) + Re(¢) + Re(§),

where ]
Ri(ts) = —ri(fs + divogy,divrg)s — % (0§7h,7‘§)s

— (divrs,usp)s — (Ysp:TS)s — (TsM, @p)s

Ro(vp) = —(K 'upp,vp)p+ (vb - -m,Ap)sy + (divvp,pps)p,
. 1
R3(vs) := (fs+divogy,vs)s — ke (e(us,h) - 50§7h,e(vs)> ;
S
1 1
Ry(ng) = 3 (osn — Ug,hvns)s — K3 <‘Ys,h - §(Vus,h - (Vus,h)t)ms> ;
S

Rs(gp) := —(fp —divupa,qp)p,

R(p) == —(ospm,¥)s +7m1 (pp - t,h-ths — (-1, \)sx,

R7(§) = (upyp - -n,&)s+ (@, n,&)sx.

Hence, the supremum in (5.6) can be bounded in terms of R;, i =1,...,7, which yields

[(t =t4,P—P,)lIxxm < C{HRIHH(div;QS)’ + [1Rallay | aiviapy + ‘|R3‘|HILS(QS)’ 57
5.7

FlRalles, gy + IRsllzgiany + IRellygus sy + IRrllsasy b

Throughout the rest of this section, we provide suitable upper bounds for each one of the terms on
the right hand side of (5.7)). We start with the following lemma, which is a direct consequence of the
Cauchy-Schwarz inequality.

Lemma 5.2 There exist Cs, Cy > 0, independent of h, such that

1/2
1 d
e(us ) — 2_VUS,h

1Rsllex (asy < Cs > ifs +divosallsr +

TeTS 0,7
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and

1
VS — g(Vus,h — (Vugp)®)

9 1/2
0,7

||R4||Lgmmsf<04{2\\m oSallor + \
TeTS

In addition, there holds

1/2
[R5 2 0p) < { > o - dlquhHOT} :

TeTpP

Next, we establish the estimates for the terms acting on the interface . Their proofs can be found
in [36, Lemma 3.2].

Lemma 5.3 There exist Cg, C7 > 0, independent of h, such that
1/2

1Rl gg1/2 5 = Co > hellosn + Ann — 77 (g, - £ES
e€&r(X)

and
1/2

1R\ fr1/2sy < Cr Z hellup p -0+ ¢y, - an,e
ee(‘,’h(E)

The upper bound for HR2HHFD (div;op)’ 18 provided next. Its proof can be found in [36, Lemma 3.9].

Lemma 5.4 There exists Cy > 0, independent of h, such that

1/2
HR2HHFD(div;QD)’ < Gy Z @2D,T ) (5.8)
TeTP
where, for each T € ’7;LD:
@%,T := h% |rot (K_IUD,h)”?),T + h%”K_luD,hHg,T
_ 2 _ 2
+ > hellKunnc o+ >0 ke [KTup et
e€&E(T)NEL(OD) ecE(T)NER(Tp)
_ 2
+ 3 he{ K up - 6 4+ Ayl + IIpD,h—AhH%,e}-
e€E(T)NER(S)

Our next goal is to derive the upper bound for || Ry [|g(qiv,0g) - To do this, we first need to recall some
known results. We begin with the following lemma establishing the existence of a stable Helmholtz
decomposition for H(div;g), whose proof can be found, for instance, in [36, Lemma 3.3].
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Lemma 5.5 For each T € H(div;Qg) there exist p € H'(Qg) and x € H*(Qs) such that there hold
T3 = p+ curlx in Qg, and

lpllas + lIxlles < CllTsllaiv.os

where C' is a positive constant independent of Ts.

We now recall the definition of Hj(€2g) in Section (@3.1)), and let II;, : H(Qs) — Hj(Qs) be the
Raviart-Thomas interpolation operator (see [12], 28]), which, given v € H(Qg), is characterized by
the identity

/Hhv-n:/v-n V edge e of T, . (5.9)

Note that, as a consequence of (5.9), there holds
div (ITpv) = Pp(divv), (5.10)

where Py, is the L?(Qg)-orthogonal projector onto the piecewise constant functions on Qg. A tensor
version of I, say IT, : H'(Qg) — Hy,(2s), which is defined row-wise by IIj,, and a vector version
of Py, say P}, which is the L?(Qg)-orthogonal projector onto the piecewise constant vectors on Qg,
might also be required. The local approximation properties of II;, (and hence of II}) are established
in the following lemma. Its proof can be found in [12].

Lemma 5.6 There exist constants c1, co > 0, independent of h, such that for all v € H(Qg) there
hold
v =Twvlor < erhr|vihr VT € T2,

and
|v-n—1IIv-nlp. < ¢ hé/Q Ivil1,7 V edge e of T,>,

where T, is a triangle of ’77LS containing e on its boundary.

In turn, we let I, : H(Qg) — H}(Qs) be the classical Clément interpolation operator (see [13]),
where

HYQg) = {v € C(Qs): wv|r € P(T) VYT €T},

In what follows, we will also make use of a vector version of I, say I, : H(Qg) — H}(Qg) :=
[H %(QS)]Q, which is defined component-wise by Ij,. The following lemma establishes the local approx-
imation properties of Ij, (and hence of I;,). Its proof can be found in [17].

Lemma 5.7 There exist positive constants cs, cq4 > 0, independent of h, such that
lv—Iwllor < eshr vliagey YT € T,

and

A

lo = Tnollo,e < cahl? |ollagey Ve €&,
for allv € HY(Qg), where

As(T) =U{T" e TP : T'NT+#¢} and Asle) == U{T' € T7: T'ne#¢}.
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Now, regarding the upper bound for Ry, let us consider the following decomposition:

Ri(tg) = Ri(7s) + Ri(7s)

where
Rl(7s) = —k1 (fs + diveg , divrg),
and X
Ri(rs) = - (50(%& + 7S,thS> — (divTs,usp)s — (Tsn, p)s.
S

Then, we have the following preliminary estimates.
Lemma 5.8 Let p € H'(Qg). Then there exist C, C > 0, independent of h, such that

[Ri(p — ()| < C Y |Ifs +divosallozllelhr,

TeT)
and
. 1
B ((p — T (p))| < C{ D b |Vush = 5oofn = vsa| el
TeTS 0.T
Dk |’90h+uS,hH0,€Hp”17Te}7
eESh(E)

where T, is the triangle of ’7;LS having e as an edge.

(5.11)

(5.12)

Proof. Let p € H'(Qg). We first observe, using the vector version of (5.I0), that for each T' € T

there holds

[div(p — Iy (p))llor = [ldiv p = Py(div p)llor < C|[div pllor < Cllpllr.

Hence, (5.1I0)) follows from a straightforward application of the Cauchy—Schwarz inequality and the
continuity of Py, whereas (5.12)) is derived through a slight modification of the proof of [36, Lemma

3.6].

Lemma 5.9 Let x € HY(Qg). Then there exists C > 0, independent of h, such that

|R%(curl (X—Ih(x)))| { Z hr ||rot <7Sh + 21 Sh)

TeT 0.1
1
+ > n? [<7S,h + EU%) t} 111,25 (e)
e€&p(Qs) O,
1
+ Z hl/? <75,h + 5‘7%@) tll Ixll,ase)
eEEh FS O,e
1
+ Z hi/? (‘Ys,h + 5”%@) t + ¢, HXHI,AS(e)}-
ecEr (%) O,e

Proof. This result follows basically from [36, Lemma 3.6].

The upper bound for R; can now be established.
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Lemma 5.10 There exists Cy > 0, independent of h, such that

[ R1|lm@iv.0sy < C Z éé,T ) (5.13)
TeTS

where, for each T € 7;?:

2 2

= . 1 1
O 1 == |fs + divog p||§ 7 + b7 | Vs, — 2—U‘§,h —Ysul| + N7 |rot <’Ys,h + _Ug,h>
v 0,7 2v 0,7
1 2
+ Z he llen +aspllse + Z he <’ys,h + 2—ya‘§,h> t+ ),
e€E(T)NER(X) e€E(T)NER(E) Oe
1 d 2 1 4 2
+ > he K‘Ys,h + 5”3,};) t} + Y he <‘Ys,h +t5,05n) ¢ o

e€E(T)NEK (Qs) 0.6 ec&(T)NEL(Ts)

Proof. Given 15 € H(div;Qg), we let p € H(Qg) and x € H'(Qg) be the elements provided by
Lemma [5.5] satisfying 7¢ = p + curl x in Qg, and
HPHLQS + HXHLQS < CHTSHdiv;Qs' (5.14)

Then, we set 75, := II,(p) + curl (I,(x)), which can be seen as a discrete Helmholtz decomposition
of 7g . Then, thanks to the Galerkin orthogonality result we know that Ry (7g ;) = 0, which yields

Ri(1s) = Ri(ts — Ts) = Ri(p — Mu(p)) + Ri(curl(x — In(x)))-

In this way, applying Lemmata (.8 and (.9 observing that the number of triangles in Ag(T") and
Ag(e) are bounded, and using the estimate (5.14]), we obtain the result. O

We end this section by observing that the reliability estimate (cf. Theorem [B.1]) is a direct conse-
quence of Lemmas [(.2], 5.3] 5.4l and B.10

5.2 Efficiency of the a posteriori estimator

We now aim to prove the efficiency of ©, that is, the lower bound in (5.5]). We begin with the estimates
for the zero order terms appearing in the definition of @gj and @%’T.

Lemma 5.11 There hold

Ifs + divosullor < los — ospllave YT €Ty,

Ifo — divuppllor < [up — uppllavr YT €T,

losy — o&ullor < Cillos — ospllave YT €Ty,
I

e(usn) — 508l < Co{lus—usuliy+llos — osulir} VT eT,

0,7
and
2

1
Ysh— §(Vus,h — (Vug)®) < C3 {H’Ys — sl + lus — us,h\iT} VT €Ty,

|

where C, Co, C3 > 0 are independent of h.

0,T
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Proof. This result follows by using the relations fs = —diveg, fp = divup, e(ug) = %ag,

vg = 3(Vus — (Vug)®), and the symmetry of os. We omit further details. O

In turn, the following lemma is a straightforward application of the triangle inequality and the
relation 5-08 = Vug — g in Q.

Lemma 5.12 There exists C' > 0, independent of h, such that for each T € 7;LS there holds
2

< Cnj{jus —usplir + los — osaldr + s —vsulfr} -
0,T

1
d
Vusp — 5-05, —Vsh

h2
T 2v

The derivation of the upper bounds of the remaining terms defining the global a posteriori error
estimator proceeds similarly to [36] (see also [5]), using known results mainly from [13], [14], and
[25], and applying inverse inequalities and the localization technique based on element-bubble and
edge-bubble functions. In particular, the following lemma summarizes the upper bounds of nine terms
defining @%I and @2D7T.

Lemma 5.13 There exist positive constants C;, i € {1,...,9}, independent of h, such that

_ 2
a) ht [[rot (K~ upp)|gp < Cillup —uppllfr VT € T,

2
b) h7

ot (v + —1 d
r o
S,h 2]/ S,h 0T

< G {lls — vsaldr + los—osalir} VT € TS,
c) Wt |[K uppl3r < Cs {HPD —poaulir + b up — uD,hHg,T} VT € Ty,

d) hellpon = Mnlge < 04{ lpp = poallsr + At llup —uppll§r + he A = /\h||(2),e} Ve € &y(X),
where T is the triangle of ’7;ZD having e as an edge,

¢) he [upp-n + ¢, -nf,
< Cs{llup —upalldy + 13 div (= up )3 + helle = @ull3 . for all e € Eu(E), where
T is the triangle of 7;LD having e as an edge,

_ 2
£) he |lospn + Aen — 77" (5 't)tHo,e
< GCs {HUS —osullor + hlldivies —osn)llr + he A= Aall§e + helle - <PhH3,e} :
for all e € Ex(X), where T is the triangle 0f’77LS having e as an edge,

&) hellusy + @nle < Cr{llus —usally + B Jus — us i p + he o — @nl }
for all e € Ex(X), where T is the triangle of’ThS having e as an edge,

_ 2
h) > he [K upp-t + Nflg, < Cs 9 Y lup —upullgr + 1A= Mllijox ¢
e€l(2) e€ln(X)
where, given e € E,(X), T is the triangle of 77LD having e as an edge.
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2

) > he

eESh(E)

1 d /
Ys,n 5,7 S:h t + ¢

0,e

2 2 2
< Gy Z los = osullor + [lvs —vsullor + e —enllijns ¢
e€ln(X)
where given e € E(X), T is the triangle 0f77ls having e as an edge.

Proof. For a) and b) we refer to [13, Lemma 6.1]. Alternatively, a) and b) also follow from straight-
forward applications of the technical result provided in [0, Lemma 4.3] (see also [33, Lemma 4.9]).
Similarly, for ¢) we refer to [13, Lemma 6.3] (see also [33, Lemma 4.13] or [25, Lemma 5.5]). On the
other hand, the estimate given by d) corresponds to [5, Lemma 4.12]. Next, for e), f) and g) we refer
to [36, Lemmas 3.15, 3.16 and 3.17]. The proofs of h) and i) follow from very slight modifications of
the proof of [25, Lemma 5.7]. Alternatively, an elasticity version of h) and i), which is provided in [30,
Lemma 20], can also be adapted to our case. O

Observe that the estimates h) and i) in the previous lemma are the only ones providing non-local
bounds. However, under additional regularity assumptions on A and ¢, we can give the following local
bounds instead.

Lemma 5.14 Assume that N € H'(e), and p|l. € H(e), for each e € &E,(X). Then there exist
Cy, Cy > 0, such that for each e € E(X) there hold

he [[K 'up, -t + AﬁlHé,e < O {HUD —upalfr + he [N - /huie} ;

and
2

1 2
—ag,ht +vgpt + @, < Oy { los — O'S,hHg,Te + llvs — ‘Ys,h||(2),T + he HSO, - <P;LH0,6} :

he
2v

0,e

Proof. Similarly as for h) and i) in Lemma[5.13] these estimates follow by adapting the corresponding
elasticity version in [30]. We omit further details. O

The following lemma is a direct consequence of [I3, Lemma 6.2] (see also [0, Lemma 4.4]).

Lemma 5.15 There exist positive constants C;, i € {1,...,4}, independent of h, such that

) he [[[K™ un - ],
we = U {T' ceTP : ec €(T/)},

< C |jup — U-D,h”(2),we for all e € E,(Q2p), where the set we is given by

b) he HK_l uDvh'tHEe < Cy|lup — uD,hHg,T for all e € &,(I'p), where T is the triangle of T,°
having e as an edge,

YS,h T 5-0Sh
2v O.e

the set w, is given by  w, = U{T' eTP: ec €(T’)},

( - L e >t
YS,h T 5-0Sh
2v O.e

T is the triangle of ’77LS having e as an edge.

2
c) he

< C{llos=osnll v, +vs =5 1ll3 ., } for all e € En(Qs), where

2

) he < Ci{llos — sz + lvs = vsuldr } for all e € &,(Ts), where
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We end this section by observing that the required efficiency of the a posteriori error estimator
O follows straightforwardly from Lemmas B.11l 512, B.13) 5.14 and B.I5l In particular, the terms
he |X = Anllg . and he [l — @415, in Lemma5T3) (d), e), f) and g)), are bounded as follows:

D hellA=Mlge < hlIA=Mlis < CRIA= Ml 25,
e€l(2)

and

Y helle—enlse < Blle—enlss < Chlie —@ulli 2005 -
eeé‘h(E)

6 Numerical results

We now turn to the implementation of a few numerical tests that confirm the predicted features of the
two proposed schemes, including optimal convergence rates, reliability and efficiency of the associated
a posteriori error estimators, and adaptive mesh refinement. As usual, IV, stands for the total number
of degrees of freedom of a given scheme, individual and total errors in the natural norms are defined
as

e(os) = [los — osnlldiv.os, e(up) = [[up —uppllaiv,on,  e(vs) = lvs — vsnlloos
e(p) = lle — enlli/2,005; e(A) = [[A = Aullij2z

ei(us) = lus —ugpllios Vie {0,1}, e(pp) = llpp — Po.1llo.op
e= {[e(as)]2 + [e(up)]? + [e(vs)]? + [e(@)]* + [e(N)]? + [ei(us)]? + [e(pp)]* + |M|2}1/2 ,

and the effectivity index associated to the indicator © is eff(©) = e/O. Rates of convergence
associated to quasi-uniform and adaptive refinements of a mesh are given, respectively, by

gy o los(e0)/50) log(e(-)/3())

log(h/h) i) = —11log(N,/N;)

where e and e denote errors computed on two consecutive meshes of sizes h and /H, with Nj, and N;
degrees of freedom, respectively.

6.1 Example 1: accuracy of the augmented finite element formulation

Our first example consists of a porous unit square, coupled with a semi-disk-shaped fluid domain,
ie, Qp = (0,1)? and Qg = {(z1,22) : (1 —1/2)? + (w2 — 1)? < 1, 23 > 1} (see bottom left panel
of Figure [6I]). In these domains, we adequately manufacture the data in (39) and ([4) so that a
smooth exact solution in the tombstone-shaped domain € is given by

T - B (o st ()
0 21/71'2—1 y Vs = B SIN(7TXL1 ) SIN(TT 1 07

e — — K sin(mzy) cos(maz) un — K sin(mzy) cos(mzs)
57\ Krcos(ray)sin(razs) )7 P \ K cos(ray) sin(rzs)

os = K cos(mxy) cos(mxs) <
(6.1)
> , pp = K cos(mxy) cos(mxs).

36
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[uS,h]l (z1,75) [us,h]z (z1,75)

I -2 0 ILL 2 [} -2 0 ILL 2
I'p [uppli (Z1,%9) i [ ]2 (T1,25)
-3.14 3.14 -3.14 3.14

Figure 6.1: Example 1: top: approximated spectral norm of the Cauchy stress tensor, component
(1,2) of the skew-symmetric part of the Stokes velocity gradient, and Darcy pressure field (left, middle
and right, respectively). Bottom: geometry configuration (left) and velocity components on the whole
domain (middle and right, respectively). For the latter, the Stokes domain is shifted by dzo = 0.025
for visualization purposes only. Grids of 98364 and 97452 were employed for the discretization of Qg
and 2p, respectively.

Notice that this solution satisfies ug-n = up - n on ¥, and the the boundary condition up - n = 0 on
I'p. However the Dirichlet condition for the Stokes velocity on I'g is non-homogeneous (ug = g, with g
as in (6.1])), which implies that the linear functionals F and F defined in (3.10) and (4.3]), respectively,
exhibit an extra term (rsn, g)ry. In Figure[6.]] we depict the approximate solutions obtained with the
augmented formulation from Section 3.1l Model and stabilization parameters were set as v = 0.001,
K =1,m = 100K /v, k1 = v, kg = 2v, k3 = Vvky. We generate an initial unstructured mesh for 2 and
apply several refinement and smoothing steps to measure errors in different norms. These are displayed
in Table [6.Il where we can observe a first order convergence for all fields, confirming the expected
results from Theorem In addition, we observe an effectivity index which remains bounded and
oscillation free independently of the refinement level. This behavior illustrates the reliability and
efficiency of © in the case of smooth solutions.

37



Ny,

e(os)

ri“(os)  e(up)

r?(up)

e(vs)  r?(vs)

e(¢)

ri ()

159
257
503
1217
3725
13051
48606
188441
979852

0.446196
0.226722
0.118823
0.052284
0.027158
0.013688
0.007136
0.003885
0.001975

— 1.580782
0.943739 0.875395
0.981413 0.448785
0.964844 0.212825
0.982517 0.123946
1.054410 0.066940
1.014553 0.039522
0.897878 0.019889
0.914762 0.010587

- 2.

0.842095 1

0.956574 0.
0.972366 0.
1.015239 0.
0.948094 0.
0.820726 0.
0.929132 0.
0.916879 0.

603010 —

426422 0.789102
720729 0.896044
362127 0.969155
180258 1.023364
094218 0.982391
045701 1.039798
029973 0.926577
014799 0.978820

0.205070
0.101241
0.047451
0.024874
0.012634
0.005881
0.002955
0.001562
0.007868

0.868981
1.023749
0.897510
0.984509
1.043483
0.895183
0.972879
0.934747

Ny,

e(V)

r(A)  ei(us)

r(us)

e(pp) r"(pp)

eff(©)

159
257
503
1217
3725
13051
48606
188441
979852

1.290934
0.694226
0.357180
0.176107
0.098482
0.050354
0.025166
0.013573
0.006729

— 0.958703
0.920943 0.475323
0.931064 0.252024
0.986271 0.131323
0.869063 0.061902
0.918621 0.031949
0.955871 0.018239
0.935901 0.009178
0.940327 0.004739

— 0.
0.878973 0.
0.928001 0.
0.891469 0.
1.015167 0.
0.977998 0.
0.873081 0.
0.932855 0.
0.943360 0.

447035 —

224808 0.953157
113783 0.870415
061505 0.946765
030388 0.874452
015127 0.950913
008851 0.834767
004364 1.004215
002578 0.936840

0.412430
0.418103
0.425560
0.420781
0.413923
0.415893
0.418906
0.420651
0.406982

Table 6.1: Example 1: convergence tests against analytical solutions employing the augmented finite
element formulation on a sequence of quasi-uniformly refined triangulations of the tombstone-shaped

domain.

6.2 Example 2: a posteriori error estimation and mesh adaptation

Next, we assess the reliability and efficiency of the proposed a posteriori error estimators applied
to the augmented discretization of the coupled problem defined on the inversed-L-shaped domain

Q = Qp U Qg, where Qg = (0,1)% and Qp = (—1,1) x

(—1,0), representing a fluid channel on top of a

porous basin. We compute errors between approximate solutions and the following exact solutions:

xo(xg — 1) — 512vx1 (21 — 1
ry —1)2(622 — 671 + 1) —
ry —1)2(622 — 671 +1) —
xo(xg — 1) + 512vx1 (21 — 1

)
2
1
2
1
)

(2$1

10

vs = —128(23 (w2 — 1)%(627 — 621 + 1) + 23 (21 — 1)*(623 — 632 + 1)) <_0 1) :

us =

g

12822 (x1 — 1)%wa(zg — 1) (222 — 1) B
12823 (20 — 1)2x1 (21 — 1)(22, — 1) b=

K(z1 — x0)(x1 — 1)2(x1 4 1)%23 (29 + 1)?

(z1 = 1)%(x1 +1)?

x%(m +1)2

8r(x1,x2)
 Kay(xy — 1) (x + 1)x%(ac2 + 1)2

)

I

4r(3:1,3:2)2 2r(xq, z2)
K(zg —ap)(z1 — D (1 + D*23(v2 + 1) K(z1 — 1)*(z1 + D (s + 1) (229 + 1)
4r(3:1,:n2)2 4r(xq, x2)
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N. elos) r"(0s) e(up) r(up)  e(vs) (v (@) (9
72 0.040405 — 0.588039 — 4.668901 — 1.958742 —
154 0.029925 0.473399 0.298587 0.913151 3.981857 0.219451 1.528710 0.378051
499 0.020034 0.573736 0.176233 0.753912 2.026571 0.930233 0.943701 0.660789
1713 0.010613 0.924945 0.084169 0.933307 1.015841 0.957168 0.623376 0.741120
6183 0.007432 0.540744 0.043101 0.911502 0.567462 0.885169 0.362061 0.831810
23329 0.004695 0.469161 0.022937 0.914447 0.347704 0.753473 0.203162 0.828498
91509 0.002865 0.510538 0.012809 0.832579 0.203847 0.838172 0.102250 0.920981
361596 0.001911 0.612654 0.008457 0.854137 0.138111 0.861485 0.061773 0.811624
Ni elos) rlos) e(un) r(un) o9 (1) @) (e
130 0.039976 — 0.150448 — 2.963713 — 1.428789 —
291 0.029859 0.989201 0.072126 0.948069 1.040652 2.319315 0.578691 1.093129
835 0.016833 0.959438 0.029135 0.952439 0.483704 1.453607 0.152965 0.944469
2730 0.009548 0.970485 0.010790 0.975378 0.214326 0.961382 0.054455 0.995687
9297 0.003303 0.989528 0.003880 1.013111 0.070319 0.983268 0.018415 0.947479
20037 0.001058 0.993040 0.002089 1.012786 0.037719 0.970788 0.008739 0.960034
73006 0.000332 0.992797 0.000719 1.009012 0.012658 1.000334 0.002616 0.937121
450405 0.000051 0.984944 0.000186 1.008422 0.002587 1.098927 0.000354 0.959526

Np e(A) r?(X) ei(us) r?%(ug) e(pp) r?(pp) eff(O)
72 0.950747 — 1.126320 — 1.151813 — 0.462718
154 0.658887 0.608660 0.604480 0.880763 0.897591 0.696676 0.524565
499 0.325962 1.058434 0.549237 0.137038 0.448996 0.985259 0.646848
1713 0.168479 1.000822 0.297921 0.890480 0.240552 0.775353 0.589838
6183 0.099579 0.678598 0.164069 0.905367 0.128657 0.972616 0.418518
23329 0.068100 0.663121 0.103036 0.753929 0.068653 0.900161 0.570318
91509 0.043604 0.741581 0.069417 0.569783 0.038347 0.811470 0.462431
361596 0.032067 0.554231 0.053627 0.389962 0.021209 0.875454 0.396597

Np e(A) r®(\) ey (ug) r®(ug) e(pp) r*(pp) eff(O)
130 0.523492 — 0.818786 — 0.400247 — 0.286920
291 0.065701 0.510267 0.532226 0.877326 0.232092 0.985890 0.275054
835 0.034862 0.943771 0.239604 0.956598 0.072727 0.971858 0.280720
2730 0.016948 0.989210 0.088538 0.941544 0.024475 0.951104 0.279273
9297 0.006101 0.954129 0.027505 0.972996 0.008589 0.946897 0.272122
20037 0.003127 0.970293 0.016035 0.983535 0.005021 0.972749 0.281801
73006 0.001090 0.963957 0.005632 0.982031 0.001727 0.950892 0.279262
450405 0.000283 0.970045 0.001696 0.952306 0.000513 0.965440 0.279485

Table 6.2: Example 2: Convergence tests against analytical solutions employing the augmented formu-
lation on a sequence of quasi-uniformly and adaptively refined triangulations of the inversed-L-shaped
domain.

where x, = —%, Tp = % and r = (z1 — xa)2 + (z2— xb)z. Notice that the Darcy velocity and pressure

exhibit high gradients near the origin. The solutions in ([6.2]) satisfy all boundary conditions assumed
in Section @l We set numerical and physical parameters as follows: v = 0.01, K =1, m; = 1 x 1074

Table summarizes the convergence history of the method applied to a sequence of quasi-
uniformly and adaptively refined triangulations of the domain. From the first rows, and in contrast
to what was observed in the previous example, we notice that the lack of regularity of the exact so-
lutions and the nonconvexity of the domain yield hindered convergence rates for practically all fields,
along with an oscillation of the effectivity index. These problems are ammended after applying a
classical adaptive mesh refinement procedure based on the estimator © (here we employ the so-called
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Figure 6.2: Example 2: top: geometry configuration, approximated spectral norm of the Cauchy stress
tensor, and component (1,2) of the skew-symmetric part of the Stokes velocity gradient (left, middle
and right, respectively). Bottom: Darcy pressure field, (left) and velocity components on the whole
domain (middle and right, respectively). Approximate solutions were obtained with the augmented
formulation.

blue-green algorithm. For its details we refer to e.g. [49]). The optimal convergence rates predicted
by Theorem [B.8 are recovered (see bottom rows in Table [6.2)). In addition, we provide in Figure
snapshots of intermediate steps of the adaptive algorithm, where it is clear that the indicator identifies
well the regions of high gradients.

6.3 Example 3: flow in a porous medium with a vertical crack

Our following example focuses on the simulation of flow in a porous medium with a vertical crack
of thickness equal to 0.1, similar to the ones presented in [8, Section 7.1]. In this case, the flow
domain is the rectangle g = [—0.05,0.05] x [—0.4,0] representing a crack emerging to the surface
(x2 = 0), and the porous domain is the octagon Qp = [—1,1] x [-1,0]\ Qg, so @ = [-1,1] x [-1,0] and
¥ =00\ ([-0.05,0.05] x {0}) (see Figure [6.4] bottom right plot). Values for viscosity and porosity
correspond to the case of water flowing in calcarenite mixed with sand, i.e., v = 0.01, K = 0.001
and we set m; = 100K /v, k1 = v, ke = 2v, k3 = 0.01ky. The external forces correspond to gravity
fs = (0,—1)*, and a non-homogeneous slip boundary condition is imposed on I'p: up-n = (0,—1)* - n,
representing a rainfall rate. Figure depicts the approximate solutions, matching satisfactorily the
results from [8]. Here we have employed the fully mixed formulation proposed in Section B.4.1]
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Figure 6.3: Example 2: meshes adaptively refined using the indicator © defined in (5.3)).

6.4 Example 4: a porous sphere immersed in a fluid cavity

With the aim of testing the 3-D implementation of the proposed augmented formulation and particular
finite element family specified in Section d.3.2] we close this section with a simple simulation of a three-
dimensional porous domain fully immersed in a cubic fluid domain. We stress that even though the
continuous and discrete analysis of such a formulation was not included in the present study, similar
tools to those employed in [35] can be applied to extend the present framework and cover this case.
We consider the domains Q = (—1,1)3, Qp = {(21,22,23) : 2} +2}+23 < £} and Qg = Q\ Qp and
construct a tetrahedral mesh of 4575 vertices and 49578 elements to discretize (lg, whereas the grid
for Qp consists of 12843 vertices and 61450 tetrahedra. The model and stabilization parameters are
set as v =1, K =100, m = v/K, my = 771_1, K1 = v, ke = 2v, and k3 = ko/K, and we impose the
following forcing terms

fs = (0,0,sin(m(z3 — 0.5)))%, fp = K~ 'sin(nz;)sin(mwxs) sin(rzs).
Approximate solutions are reported in Figure
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